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Abstract—Terra Populus, part of National Science 
Foundation’s DataNet initiative, is developing organizational and 
technical infrastructure to integrate, preserve, and disseminate 
data describing changes in the human population and 
environment over time. A large number of high-quality 
environmental and population datasets are available, but they 
are widely dispersed, have incompatible or inadequate metadata, 
and have incompatible geographic identifiers. The new Terra 
Populus infrastructure enables researchers to identify and merge 
data from heterogeneous sources to study the relationships 
between human behavior and the natural world.  
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I. INTRODUCTION  
Terra Populus (TerraPop) enables research, learning, and 

policy analysis by providing integrated spatiotemporal data 
describing people and the environment in which they live. The 
project is developing technical and organizational 
infrastructure to integrate, preserve, and disseminate data 
describing population and environment on a global scale over 
the past two centuries, including data on human population 
characteristics, land use, land cover, and climate change.  

The past five decades have seen remarkable changes in the 
characteristics and spatial distribution of human population. 
Population has more than doubled, and increasing urbanization 
and international migration have altered spatial distributions. 
Similarly, world per-capita gross domestic product roughly 
doubled, but with large inequalities among countries and 
populations [1-4]. At the same time, fertility rates have begun 
to decline, bringing about a shift in the age composition of the 
world’s population [5, 6]. 

The extraordinary levels of global demographic and 
economic growth since the 1950s have had ominous 
consequences: alarming environmental degradation, resource 
depletion, and climate change [2, 3]. In just the last 50 years, 
food and water consumption roughly tripled, alongside a four-
fold increase in the use of fossil fuels. Global land resources, 
biodiversity, and “ecosystem goods and services” are 
experiencing rapidly increasing pressures [7, 8]. The average 
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acidic. New precipitation patterns—including increased 

precipitation in high latitudes and decreased rainfall in 
subtropical regions—are becoming more pronounced [9]. 
Deforestation and pollution are compounding the direct effects 
of global warming and contributing to the destruction of 
ecosystems and decline of biodiversity [8, 9].  

Changes in population size, characteristics, and behavior lie 
at the heart of these environmental challenges. The key drivers 
of change—especially fossil fuel emissions and 
deforestation—are direct consequences of population growth 
and economic development. Conversely, environmental change 
has profound implications for demographic behavior. Flooding, 
erosion of coastal areas, destruction of ecosystems, and 
drought and degradation of water supplies at lower latitudes all 
have consequences for human populations, such as food 
scarcity, increased armed conflict, and mass migration. 

Our understanding of the interactions of population and 
environment has been hampered by the dearth of 
internationally comparable data. While high-quality data are 
available describing both the human population and the 
environment, data from the two realms are not commonly used 
together. TerraPop provides population data closely integrated 
with data on the environment that will allow researchers to 
describe the unfolding transformation of human and ecological 
systems.  

Despite the need to study humans and the environment as 
coupled systems, there are relatively few large-scale efforts to 
make available the integrated data necessary to support such 
investigations. Existing efforts tend to focus on two extremes 
of the integration spectrum. On one end are projects working to 
build federated data catalogs encompassing multiple domains, 
such as the DataNet project DataONE [10].  While federated 
catalogs can encompass large quantities of data and make it 
easier to discover data from different domains, they do little to 
enable analyses drawing on data from different sources in 
different structures. On the other end of the spectrum are data 
fusion projects, which conduct in-depth processing and 
analysis to combine data from across domains, creating new 
datasets. The suite of agricultural lands datasets produced by 
the Global Landscapes Initiative [11-14] is an example of data 
fusion. These datasets draw on information from both 
agricultural censuses and satellite imagery to delineate and 
characterize land used for agricultural purposes. Data fusion 
projects tightly integrate data from multiple sources, but the 
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techniques incorporated are tailored to particular datasets and 
are not easily transferrable to other applications. 

In contrast to federated catalogs and data fusion projects, 
TerraPop is situated at the middle of the integration spectrum.  
TerraPop combines the data discovery advantages of federated 
catalogs with the tight integration of data fusion, providing 
broadly applicable tools for integrating data from multiple 
sources. TerraPop has created and continues to grow a curated 
catalog of high-quality datasets describing both population and 
environment. TerraPop also provides mechanisms to blend data 
from any of the sources in its collection, facilitating analyses 
incorporating both population and environmental aspects. By 
creating a unified framework for locating, analyzing, and 
visualizing the world's population and environment in time and 
space, TerraPop provides unprecedented opportunities for 
investigating the agents of change, assessing their implications 
for human society and the environment, and developing 
policies to meet future challenges. 

II. SOURCE DATA 
The TerraPop framework is designed to accommodate any 

kind of geographically- and spatially-referenced data sources. 
Our initial work focuses on three data formats: microdata, area-
level data, and raster data. Microdata are structured as records 
of individuals and households. Area-level, also called vector 
data, are structured as records of places defined by boundaries. 
Raster data are structured as values arranged in a spatial grid. 
Researchers are often familiar with one or two of these data 
types but rarely are able to manage all three. TerraPop will 
allow researchers to easily obtain integrated population and 
environmental data in formats conducive to their work.  

We are building a curated collection of high-quality 
population and environmental data across these data formats. 
Our initial work has focused on five types of data that have a 
significant temporal dimension; much of the data span the past 
five decades, and some reach back before the nineteenth 
century:  

1) Census and survey microdata describing the social 
and economic characteristics of individuals and their 
families and households (microdata) 

 
2) Aggregate census and survey data, describing the 

population characteristics of places (area-level) 

3) Ecosystem characteristics, economic indicators and 
health information describing places (area-level) 

4) Remote-sensing data describing land cover and other 
environmental characteristics (raster) 

5) Climate data describing temperature, precipitation, 
and other climate-related variables interpolated from 
weather stations (raster) 

A. Microdata 
Microdata provides individual-level information describing 

characteristics such as age, sex, and occupation for large 
samples or complete census enumerations. The core of 
TerraPop’s population microdata is the Integrated Public Use 

Microdata Series (IPUMS), the world’s largest collection of 
spatiotemporal population data. IPUMS was the first data 
integration system driven by structured metadata. The system 
uses a data warehousing approach to transform data from 
heterogeneous sources into a single view schema. The IPUMS 
project receives data from national statistical offices, which are 
cleaned, processed, and integrated across time and place before 
being incorporated into TerraPop [15-17].  

By making thousands of population databases 
interoperable, IPUMS demonstrated the feasibility of large-
scale data integration. The system presently provides 
individual-level data on 859 million people from 765 censuses 
and surveys of 82 countries spanning the period from 1703 to 
2011 [18-20]. By 2018 IPUMS will disseminate about 2 billion 
records [21].  

The individual records are nested within families and 
households, with full information about the interrelationships 
of the members of each residential group. For every person, we 
have information about geographic location and economic 
activities. In most cases, the data also cover educational 
attainment, literacy, fertility history, child mortality, migration 
and place of former residence, marital status and consensual 
unions, disabilities, water supply, sewage, characteristics of the 
building (floor, roof, etc.), and a host of other characteristics. 

Due to the detailed and potentially sensitive nature of 
microdata, protections are in place to ensure confidentiality. 
Basic protections include deidentifying records, bottom- and 
top-coding continuous variables, combining small groups in 
categorical variables, and limited random swapping of records 
across geographic units. Another key protection is restricting 
the release of fine-scale geographic information. Agreements 
between IPUMS and national statistical offices typically 
stipulate that publicly available geographic unit codes will 
encompass populations of at least 20,000 people. 

B. Area-level data 
Area-level data provide summary characteristics for a 

polygon corresponding to an administrative or statistical area 
such as a county or a census tract or for another geographic 
unit such as a watershed. Area-level data are available for both 
population and environmental characteristics.  

Because they are aggregated, area-level data lack the detail 
and flexibility of microdata, but they offer other advantages. 
Most important, area-level data can often provide greater 
geographic detail than microdata, as they pose fewer 
confidentiality concerns. This advantage is especially salient in 
developed countries, which often limit microdata geographic 
detail to places with very large populations (such as greater 
than 100,000 people). Moreover, area-level sources often 
provide variables not available from the microdata. Some 
sources provide data only at the area-level, such as agricultural 
censuses, which include data related to land use. Finally, area-
level data are the only source of population data available for 
countries that have not joined IPUMS.  

The current version of TerraPop includes area-level 
population data from a variety of sources. TerraPop 
incorporates selected data from the National Historical 
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Geographic Information System (NHGIS), the most extensive 
collection of small-area population data for the United States 
[22]. Like the IPUMS projects, NHGIS cleans, processes, and 
integrates data over time before they are incorporated into 
TerraPop. We have also tabulated IPUMS microdata to 
generate a defined set of area-level variables for countries 
participating in IPUMS. For countries that have not joined 
IPUMS, we have harvested published data from the websites of 
national statistical offices. Fig. 1 shows the availability of 
population data in both microdata and area-level formats by 
finest available geographic level. 

The aggregate data from international statistical offices 
present a significant harmonization challenge. The set of 
published tables varies widely country to country, from nothing 
more than a simple population by sex table to complex 
collections of hundreds of tables covering dozens of topics. 
Furthermore, tables are published in heterogeneous structures 
that cannot be easily ingested into a common database. 

To address the challenge of describing the range of tables 
and variables and making them discoverable through the 
TerraPop interface, we have adopted an NHGIS-based model 
of classifications and categories. Classifications describe the 
characteristics represented by a variable, such as sex and 
marital status. Categories describe the subsets within a 
classification included in a variable, for example, female and 
married. Any single variable may have multiple classifications 
and/or categories assigned. Classifications can then be used as 
filters or search terms for identifying variables of interest. 
Classifications and categories help to unify the wide variety of 
tables at a conceptual level. 

To handle the technical challenge of heterogeneous table 
structures, we are developing a suite of Python tools utilizing 
the Pandas library. The tools convert Excel worksheets 
containing the original table structures into CSV files in a 

standard structure with one row per geographic unit, one 
variable per column, and geographic units at the same level 
(e.g., states or counties) contained within the same file. The 
CSV files are then easily ingested into the TerraPop database. 

An initial survey of the collection of tables revealed that 
nearly all of the tables could be categorized into a handful of 
structural families. Each family is handled by a Python tool 
tailored to tables of that general structure. The tools are 
parameterized by a series of rules that define the specifics of a 
particular table or set of tables, and each structure family has 
an associated set of rules. 

After converting the tables to a standard format, we 
perform checks for internal consistency. These checks include 
ensuring that the sum of counts over a set of geographic units 
matches the count for the parent unit and similarly that the sum 
of counts across a set of categories matches the total universe. 
Because the data have been vetted and published by national 
statistical offices, the initial quality is generally high and these 
checks rarely fail. In cases of inconsistencies, the source data 
are checked. If the problem is present in the source data, we do 
not often have the information necessary to correct the error, 
unless its source is clearly apparent (e.g., the presence of an 
extraneous zero). 

C. Raster data 
Raster datasets divide a geographical area into grid cells 

and provide a value (e.g. average annual temperature) for each 
cell. Satellite imagery and data derived from it, such as land 
cover, are typically in raster format. Data from point 
measurements, such as climate stations, may also be 
interpolated to produce raster data that covers the entirety of a 
geographical area. Data from environmental models, especially 
for climate, are typically in raster format. TerraPop currently 
delivers three land use/land cover datasets and one climate 

Fig. 1. TerraPop Population Data Availability
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dataset. In the next release we will add an additional climate 
dataset. 

TerraPop currently incorporates land use/land cover data 
from the Global Landscapes Initiative’s (GLI) agricultural 
lands datasets, the Global Land Cover 2000 dataset, and the 
MODIS Land Cover Type product (MCD12Q1). The GLI 
agricultural lands datasets are the world’s largest collection of 
spatiotemporal data on agricultural acreage and yields. They 
include information on harvested area and yields for 175 crops 
in the year 2000 and cropland and pasture data back to 1700. 
These data are derived from census-based land-use and land-
cover records in combination with remotely sensed data, 
enriching both forms of data [11-14]. The Global Land Cover 
2000 [23] dataset is based on SPOT-4 vegetation imagery and 
uses a globally standardized 22-class classification system 
based on the Food and Agriculture Organization (FAO) Cover 
Classification System [24]. It provides global coverage with 
approximately 1-kilometer resolution. The MODIS Land 
Cover Type product includes annual time steps of land cover 
classified from MODIS satellite data over the 2001-2012 time 
period [25]. The data are at 500 meter resolution, and the 
collection includes five different classification systems ranging 
from nine to 17 classes. (TerraPop currently includes only the 
17-class IGBP classification. Other classification systems will 
be included in future releases.) 

TerraPop currently includes climate data from WorldClim 
and will be adding Climate Reference Unit-Time Series (CRU-
TS) data in the next release. Both datasets are derived from 
climate station data interpolated to generate global surfaces. 
The WorldClim dataset includes long-term temperature and 
precipitation averages by calendar month over the 1950-2000 
timeframe [26]. It also includes a series of bioclimatic variables 
as long-term averages with an annual basis. WorldClim data 
are at 1-kilometer resolution. The CRU-TS data include 
temperature and precipitation data for each month from 1901 to 
2013 at half-degree resolution [27]. TerraPop has also 
calculated annual bioclimatic variables parallel to those present 
in the WorldClim dataset from the CRU-TS data. 

We perform relatively little cleaning and harmonization of 
raster datasets prior to ingest into the TerraPop database. 
TerraPop’s curated collection consists of datasets that the 
scientific community has used extensively and determined to 
be of high quality. While the various datasets are provided in 
different projections and resolutions, reprojecting and changing 
the resolution of raster data is prone to introducing errors [28-
30]. TerraPop therefore opts to retain the data in their native 
projection and resolution. The most significant processing of 
raster data performed by TerraPop is to merge datasets 
provided as individual tiles into seamless global rasters.  

III. LOCATION-BASED DATA INTEGRATION 
TerraPop allows investigators to design customized 

datasets that incorporate information from multiple sources and 
data formats. TerraPop alleviates much of the data processing 
burden associated with handling data from diverse sources, in 
multiple formats, and making connections across datasets, 
allowing scientists to focus on the data analysis relevant to 
their research questions. TerraPop combines data derived from 

the three different formats—microdata, area data, and raster 
data—and delivers them to investigators in any of the three 
formats.  

The ability to integrate data across the three basic formats 
relies on spatial data delineating the boundaries of 
administrative and statistical units. Microdata records include 
codes identifying the unit in which the individual lives and 
area-level data include similar codes identifying the unit 
described by the record. These codes can be used to link 
microdata and area-level data and connect both types of data to 
real-world locations through boundary data. The boundaries 
can then be overlaid on raster data to link all three data 
formats. However, working with spatial data involves a 
number of challenges. For example, data derived from 
statistical agencies and administrative sources often use 
different spatial units, and those units often change over time. 
Similarly, different raster datasets use varying projections and 
resolutions. 

TerraPop allows scientists to bypass these challenges and 
easily construct datasets that combine data derived from all 
three formats and that are delivered in the format of their 
choice: 

(1) Microdata describing the characteristics of 
individuals, families, and households merged with variables 
derived from area-level data and raster data describing the 
characteristics of the area in which they live 

(2) Area-level data describing population and 
environmental characteristics of spatial units, including 
summaries of variables from both microdata and raster data 

(3) Raster data that include estimates of both 
environmental and population attributes derived from 
microdata and area-level data 

Fig. 2 illustrates the concept of data integration across data 
formats. Unlike the data warehouse approach used by IPUMS, 
TerraPop integrates data on demand.  

Fig. 2. TerraPop Data Integration 
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Area-level data are the key to transforming data across 
formats. Linkages and transformations are performed at the 
level of geographic units because TerraPop’s population data 
do not include point locations of individual households. Both 
microdata and raster data can be transformed to area-level data 
by summarizing these more granular data types to describe 
geographic units. Area-level data, either from native area-level 
sources or summarized from raster data or microdata, may then 
be attached to microdata by matching the codes of the 
geographic units. Conversely, area-level data, either native or 
tabulated from microdata, may be distributed spatially across 
the grid cells in each geographic unit to create raster data. 

To convert microdata to area-level data, we must tabulate 
the population with a characteristic or combination of 
characteristics within each geographic area. For example, we 
might count the number of girls age 5-9 who attend school in 
each administrative district. This tabulation is currently 
conducted offline for a defined set of area-level variables using 
software written in Java. The software utilizes definitions of 
variables in YML format that specify the microdata variables 
(e.g. age, sex, school attendance) and values (e.g. > 4 and < 10, 
female, yes) to be counted. Variable definitions may also 
include universes (e.g. persons age 15-65) and describe 
proportional variables (e.g. the proportion of the labor force 
that is unemployed). Since IPUMS-I microdata is stored as 
fixed-width flat files, variables are specified by their start 
location and width within the file. 

We are in the process of improving the performance of the 
tabulator so that it can be used in an on-demand manner. The 
high-speed tabulator will allow users to specify their own area-
level variable definitions, which can then be incorporated into 
customized datasets within the TerraPop interface. 
Implementation of threading on the existing tabulator software 
has improved performance approximately four-fold. The next 
stage of development will involve porting the microdata into 
the Parquet distributed column store format and adapting the 
tabulator software to work within a Spark environment. 

Converting raster data to area-level data is a similar 
process: we must tabulate the grid cells within each geographic 
unit to derive a useful summary measure. For example, we 
might count the number of cells with forest cover in a 
geographic unit to derive the percentage of the unit that is 
forested. The computations are currently performed within 
TerraPop’s PostgreSQL/PostGIS database. PostGIS has the 
advantage of being able to store and operate on both raster and 
vector (e.g., boundary polygons) data types. Spatial queries 
identify the grid cells that fall within each geographic unit and 
perform summary operations on the set of grid cell values. 
Because spatial queries are computationally intensive, 
Common Table Expressions (CTEs) are used to improve 
efficiency. The results of a spatial query are stored as a CTE 
for use in subsequent queries, reducing the need to perform 
multiple spatial queries. 

We are also in the process of improving the performance of 
raster summarization. We have explored several potential 
parallelization approaches, with limited success. Most existing 
platforms for parallelizing PostgreSQL do not support 
geospatial sharding. The most efficient means of parallelizing 

raster summarization operations is to operate independently on 
individual geographic units (e.g., handle Minnesota 
independently of Arizona). Doing so requires that the data for 
each geographic unit are contained within a single core, while 
data for other units are contained on other cores, making 
geospatial sharding a critical component to this type of 
approach. Other spatially-aware parallel platforms exist, but 
they tend to be structured to support either raster or vector data, 
not both. Currently, the most promising platform is the Stado 
extension for PostgreSQL. Stado includes some geospatial 
sharding functionality for vector data. We have efforts 
underway to implement raster support within Stado and extend 
geospatial sharding to raster data. We are also exploring 
alternate methods of storing data and structuring queries to 
improve performance within non-parallel PostGIS. 

Data in area-level format can be transformed to raster data 
by distributing values to grid cells. The simplest method of 
distributing values is to assume a uniform distribution within 
each geographic unit. For ratio-like values (e.g. population 
density), the value for the geographic unit is simply assigned to 
all the cells in geographic area. For count-like variables (e.g., 
total population), the area-level value is divided by the number 
of cells in the geographic unit, and the quotient is assigned to 
each cell. These operations are performed by queries within the 
project’s PostGIS database. The queries may use any raster 
dataset in the TerraPop collection to serve as a template for 
redistribution, so that the transformed data are spatially aligned 
to the grid cells in the original raster data. 

TerraPop is also developing more sophisticated methods 
incorporating data from a variety of sources to make informed 
estimates of how characteristics are spatially distributed across 
units. In these methods, known as dasymetric mapping, 
ancillary data are used to identify populated and non-populated 
zones within each geographic unit or a range of zones with 
varying levels of population density [31]. In the simpler binary 
populated/non-populated case, population is assigned only to 
the populated zones. Rather than dividing the population (or 
population subset) by the total number of cells in the unit, it is 
divided by the number of cells in the populated zone. Cells 
within the populated zone are then assigned the value of the 
quotient, while cells in the non-populated zone receive values 
of 0. Weighting schemes based on empirical or heuristic 
estimates may be used to differentially divide population 
among multiple zones. For example, urban areas may receive a 
greater proportion of the population than agricultural areas. 
Ancillary data used by TerraPop to determine population zones 
include land cover, roads, and nightlights. 

Area-level variables, including those derived from raster 
data, can be attached to microdata records. For example, a 
researcher could augment microdata records of individuals 
with variables describing the total agricultural output and 
average annual precipitation for the county in which the 
individual lives. 

IV. GEOGRAPHIC DATA 
Data integration across formats in TerraPop hinges on 

geography. A key element of the integration processes is a 
global and accurate map of administrative units that can be 
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Figure 4. TerraPop Dissemination System: Area-level Data Selection 

linked to the codes found in census data for current and 
historical time periods. Unfortunately, such a map was not 
previously available. Boundary data are particularly sparse for 
small geographic units and for historical time periods.  

Accordingly, one of our most challenging tasks is 
developing a digital map of census units. We are building on 
three freely available administrative unit boundary data sets: 
the Food and Agriculture Organization’s Global 
Administrative Unit Layers (GAUL), the United Nations 
Second Administrative Level Boundaries (UNSALB), and the 
Global Administrative Areas (GADM) database [32-34]. Each 
of these datasets has strengths and weaknesses. We also obtain 
shapefiles directly from national statistical and mapping 
agencies. When digital shapefiles are not available, as is often 
the case for historical time periods, we obtain paper maps. A 
collection of published census volumes held by the U.S. 
Census Bureau’s International Division has proven to be 
invaluable, because the units represented in the maps are 
directly related to the sets of units described in the census data.  

Boundaries digitized from print sources are aligned to the 
vertices in a reference shapefile (typically from a more recent 
year). Fig. 3 illustrates the process. The dotted boundaries were 
digitized from a PDF image depicting Brazilian municipios in 
1980, and the solid lines derive from a shapefile of Brazil 
municipios in 2000. The shapefile boundaries are more 
accurate than the digitized boundaries. The hash marked areas 
illustrate automated processes for integrating the boundaries of 
1980 and 2000. In the lower left, a unit that had not changed is 

simply copied from the 2000 shapefile. In the north, three year-
2000 units are merged to create a larger 1980 unit. In the east, 
two 1980 units were rearranged to create four units in 2000.  
These units require manual processing, so the TerraPop 
software copies the year-2000 units and flags them for manual 
editing. 

Once an administrative unit shapefile has been digitized 
from a map image or acquired from another source, we link the 

Figure 3. Brazil 1980 and 2000 Municipios: Harmonized Shapefiles 
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Figure 5. TerraPop Dissemination System: Geographic Selection 
 

units represented in the map to units represented in census data, 
adjusting the map as needed based on ancillary sources so that 
the set of units in the census data is kept as close as possible to 
the original census data source. We conduct extensive research 
to ensure that all units in the census data are represented as 
accurately as possible in our final boundary files. In addition to 
shapefiles linked to codes in a specific census year, we also 
create harmonized shapefiles, with boundaries that are stable 
over time to enable analysis of change. Harmonized shapefiles 
are created with a minimum aggregation algorithm, which 
combines units that have experienced boundary changes with 
other units participating in the change until a stable set of 
boundaries has been reached. For boundary files linked to 
microdata, units with populations of less than 20,000 are 
regionalized with neighboring units to comply with 
confidentiality protections. For further details on our 
geographic boundary processing see [35]. 

V.  DISSEMINATION 
The TerraPop web-based dissemination system allows 

users to select and integrate data in an information-rich 
environment where metadata browsing is fully integrated with 
data selection. Users can locate and select variables from 
hundreds of datasets, merge data derived from any of the three 
formats, and export the data in the format needed for their 
particular analyses.  

A prototype data access system (https://beta.terrapop.org) 
has been available since May 2014. This system provides the 
core functionality of transformations between raster and area-
level data and of attaching area-level data to microdata. We are 
continually improving the performance of the transformation 
operations. Based on lessons learned from the prototype 
interface, we are rolling out a redesigned user interface in 
stages during fall 2015 (https://data.terrapop.org). The 
prototype site will remain available in parallel until all 
functionality has been implemented in the new interface. 

During 2016 we will be developing on-the-fly tabulation, 
allowing users to create customized area-level variables from 
microdata. This functionality will complete the data 
transformation cycle. 

We illustrate the data integration process in the new 
interface in Figs. 4-7. This example shows the workflow for 
producing a dataset that includes data from area-level and 
raster sources integrated to create an area-level file for analysis. 
The first step is to select the output data format. With the 
output format selected up-front, the workflow is tailored to   

Fig. 4 shows the area-level data selection screen. The rows 
in the central table represent specific variables available for 
inclusion in the data extract. There may be thousands of such 
variables, and users can narrow the range of choices by 
selecting a particular topic (e.g. demographic characteristics), 
or they can do an open-ended search for variables. In many 
cases, variables are arranged in groups similar to published 
census tables; for example, the table of population by sex 
contains two cells describing the number of men and women in 
each geographic unit. Users may select entire groups, or they 
can “open” the group and select only the particular categories 
required for their analysis. The columns in Fig. 4 represent 
different countries and census years. Particular countries, 
regions, and time periods can be filtered using the tools on the 
right of the screen. Datasets are selected using the checkboxes 
at the top of each column.  

Users may access extensive metadata while browsing. 
Dataset-level documentation—including source information, 
provenance, and sample density (if relevant)—can be obtained 
by clicking on the dataset name. Variable-level documentation 
can be obtained by clicking on the variable name; this includes 
codes (if applicable), universe, questionnaire text, and analysis 
of comparability across time and space.  
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Figure 6. TerraPop Dissemination System: Raster Data Selection 

The interior of the grid in Fig. 4 displays variable 
availability by dataset. Selection is performed at the level of 
variables and datasets. For each selected dataset, the output 
will include all selected variables that are available in that 
dataset.  

After selecting area-level variables and datasets, the user 
selects the geographic levels that will constitute the rows in 
their output. Fig. 5 shows the interface for this selection. The 
user makes choices between harmonized and year-specific and 
among the types of administrative levels. These choices are 
then applied to the datasets they selected in the previous step, 
and information about the corresponding geographic levels is 
displayed in the table in the lower portion of the screen. 
Additional details about the geographic levels available for 
each country may be accessed by clicking the links in the 
administrative level column of the table. 

Fig. 6 shows the raster data selection screen. Like area-
level variables, raster variables are organized into topics or 
may be searched. Unlike area-level variables, which may occur 
in many different country-year census datasets, raster variables 
are typically unique to a single dataset. When a topic is 

selected, variables available within the topic are listed, and the 
dataset each variable appears in is identified. As with area-level 
data, documentation about each variable and dataset can be 
obtained by clicking on the name of the variable or dataset. For 
raster data, dataset-level documentation includes information 
about the spatial reference system, primary source data, and a 
processing summary. Variable level documentation includes a 
more detailed variable description, data type and units, and 
summary statistics of the values. 

For output formatted as area-level data, raster variables are 
summarized to the units in the selected geographic levels and 
incorporated in the same output table as the native area-level 
data. Operations used to summarize raster variables are 
selected on the screen shown in Fig. 7. Each combination of 
raster variable and operation will create an area-level variable 
column in the output table. The summary operations that may 
be applied to a raster variable depend on the variable’s data 
type, so raster variables are organized by dataset and data type. 
Users may apply the same operation(s) to all variables within a 
dataset/data type, or they may expand the data types to select 
operations for individual variables. 
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Figure 7. TerraPop Dissemination System: Raster Operations 
 

Figure 8. TerraPop Data Extract 
 

 A portion of the extract produced by the workflow 
described in Figures 4-7 is shown in Figure 8. The figure 
shows the data table for Canada, included in the extract as a 
CSV. The data table includes columns for the geographic unit 
names and codes, the total male population for each of the 
years requested, the mean annual precipitation, and the percent 
area cultivated and managed in agriculture. This table may be 
joined to the shapefile of Canadian provinces, also included 
with the extract, based on the geographic unit codes. 

Although dissemination of integrated TerraPop data is 
primarily through the data access system, we are also 
developing an application programming interface (API) that 
will facilitate direct access to the data, metadata, and 
integration tools. Functionality will include providing variable-
dataset availability information, detailed metadata on particular 
objects, available operations and transformations given a set of 
input variables and datasets, and submission of fully defined 
extract queries. 

VI. CONCLUSION 
The profound significance of the scientific questions that 

integrated population and environmental data can answer is the 
central motivation for creating TerraPop. TerraPop has created 
a unique international reference collection for investigating 

changes in the human-environment system by integrating 
global data collections on land use and climate change with 
major global collections of population data. The data collection 
and integration tools are a powerful resource for understanding 
the causes and consequences of the cataclysmic 
transformations in the human population and environment that 
are reshaping the planet. By providing richly detailed data 
spanning the globe over multiple decades, TerraPop represents 
a unique laboratory for developing and testing social, 
economic, ecological, and climate models. Accordingly, 
TerraPop has the potential to serve thousands of researchers 
from dozens of disciplines, including transportation and 
environmental engineering, biology, geography, ecology, 
sociology, climate science, history, economics, public affairs, 
epidemiology, and demography. 

TerraPop is also advancing information and computer 
science. Organizing, archiving, and making global datasets 
interoperable and easily accessible requires both advanced 
information technology and the expertise of the domain 
scientists who produce and use the data. The challenges derive 
not only from the large scale of the data collections but also 
from their complexity. The population and environmental data 
are multi-scale over time and space, have multiple levels of 
hierarchy, and cover a remarkable range of topics. To manage 
the scale, complexity, and heterogeneity of the data, we are 
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engaging at the leading edge of computer and information 
science and develop new technologies and processes. 
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